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1 PROBLEM AND MOTIVATION
The run-time performance of modern applications deployed within
containers in the cloud critically depends on the amount of provi-
sioned resources. Provisioning fewer resources can result in per-
formance degradation and costly SLA violations; while allocating
more resources leads to wasted money and poor resource utilization.
Moreover, these applications undergo striking variations in load
patterns. To automatically adapt resources in response to changes
in load, an autoscaler applies predefined heuristics to add or remove
resources allocated for an application based on usage thresholds.
However, it is extremely challenging to configure thresholds and
scaling parameters in an application- agnostic manner without deep
workload analysis. Poor resource efficiency results in high operat-
ing costs and energy expenditures for all cloud-based enterprises.

To improve resource efficiency over safe and hand-tuned au-
toscaling schemes reinforcement learning (RL) based approaches [3,
4] learn an optimal scaling actions through experience (trial-and-
error) for every application state, based on the input workload,
or other variables. After the learning agent executes an action, it
receives a response from the environment, based on the usefulness
of the action. The agent is inclined to execute actions that provide
higher rewards, thus reinforcing better actions. However, these
proposed approaches suffer from the curse of dimensionality [2].
The state and action space to be discretized grows exponentially
with the number of state variables, leading to scalability problems,
manifested in unacceptable execution times in updation and selec-
tion of the next action to be executed in online setting. Moreover,
these methods require huge amount of of samples to learn and thus
often lack stability and interpretability of policy.

2 OUR APPROACH
To deal with this problem, we provide a formulation of model-based
RL for Linear Quadratic Regulator (LQR) in the context of cloud
resource allocation. The class of LQR [1] is known for having a
linear optimal policy and a quadratic optimal value function both of
which are simple enough to interpret and deploy. Moreover, these
can be efficiently computed at scale in continuous state and action
space, unlike previous discrete RL strategies such as Q-learning.

Let xt ∈ Rn , ut ∈ Rm , wt ∈ Rn be a state, an input (or action),
and some random noise at time t . At every t , the system suffers a
stage-cost д : Rn × Rm and transits based on a transition dynamic
f : Rn × Rm × Rn when input ut is taken in state xt .

Infinite horizon LQR:Among the class of LQR, we adopt trajectory
tracking LQR. For an augmented state xt = [x̄Tt , 1]

T , our goal is to
find the optimal stationary policy π : Rn → Rm that solves

min
∞∑
t=0

γ tE[д(xt ,ut )] subject to xt+1 = f (xt ,ut ,wt ),ut = π (xt ).
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Figure 1: % improvement using LQR over autoscaler in CPU
andmemory utilization per hour for 10 Adobe services. Met-
rics measured at 5-minute intervals for a period of 30 days
(15 Aug - 13 Sept 2019)

with some discounted factor γ ∈ [0, 1]. Here, the stage cost is
quadratic and dynamic is linear, i.e.,

д(xt ,ut ) = xTt Qxt + u
T
t Rut , f (xt ,ut ,wt ) = Axt + But +wt

where Q,A ∈ Rn×n,R ∈ Rm×m , B ∈ Rn×m , andwt ∼ N(µ,W ).
We cast the problem of adaptive resource allocation in the above

setting, where each (unaugmented) state x̄t represents the % uti-
lization of a resource (ratio of the used resource to the allocated
resource) at each time t . Q captures the risk of state and R reflects
the expense of action. The action of adding or removing resources is
obtained by applying the affine policy on state x̄t (or linear on aug-
mented state xt ) at each time step. We derive the proper dynamics,
i.e., A,B. With this dynamics, we select Q,R, µ,W via model-based
approach with domain knowledge on wastage cost and risk mea-
sure. After estimating the system, we compute the optimal policy
using Riccati algorithm.

3 RESULTS
Figure 1 shows that across all services our approach achieved higher
CPU (average 21.2%, range 16.1-36.4%) and memory (average 19.9%,
range 5.7-53.3%) utilization than the autoscaler, since it dynamically
adapts to the resource usage and computes the action based on
usage data at that time step. On the other hand, the autoscaler
is restricted to fixed thresholds and scaling settings, and cannot
make any data-based decisions. To summarize, in this paper, we
innovatively apply LQR to manage resources for enterprise services
and show promising results on real data-sets.
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